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Abstract 

The total station is the most basic geodetic measuring instrument, 

locally the most accurate and versatile. Its accuracy is the cornerstone 

of its use and is defined by the standard deviations of horizontal 

direction, zenith angle and slope distance measurements. These 

accuracy parameters are given by the manufacturer, but these are only 

valid under optimum measurement conditions. To ensure the 

credibility and reliability of the measurements, these values must be 

periodically ascertained or determined for atypical measurement 

configurations or measurement conditions.  Standardised procedures 

are used for this purpose, but in our opinion, they do not reflect the 

full influence of the measuring conditions and other measuring aids. 

A comprehensive determination of the accuracies (variation 

components) from the alignment, where all possible influences in a 

given situation are applied, may be considered the most appropriate 

for determining the angular accuracy of measurements. Such atypical 

conditions are certainly represented by geodetic measurements in the 

confined spaces of an underground mine. Thus, an experimental 

determination of the accuracy of four different robotic total stations 

was carried out at the Center of experimental geotechnics in a mine 

Josef teaching centre (CTU in Prague), and the Fӧrstner method was 

used to determine the variation components. A network of 6 stations 

and 8 target points was designed. The grid size was approximately 

32x21 m with 4 - 31 m lengths. A network with the same 

configuration was also duplicated at the surface to assess whether the 

accuracy is different in underground and how the results will 

correspond to the accuracy claimed by the manufacturers. The result 

of the testing is that the accuracy claimed by the manufacturers is 

maintained even under such difficult measurement conditions in 

narrow corridors and with short sights. The overall evaluation also 

found that the accuracy achieved underground and on the surface is 

identical, although it varies from instrument to instrument. 
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Introduction 

 

The Total Station is a basic geodetic instrument that, even in the era of 3D scanners, drones, and global 

satellite navigation systems, represents the most versatile and accurate method of spatial geometric measurement, 

achieving accuracy in low millimeters in areas of kilometers. At the same time, they do not need other objects to 

function. They are not limited by signal or space to fly; they work in principle equally on the construction site, in 

free space, in the forest, in a tunnel, or in the mine.  However, the condition for proper functioning is the 

metrological correctness of the measured quantities, which must be regularly verified. This is important in many 

applications, such as in applications determining the shape and size of large machinery (Maisano et al., 2023), 

(Kovanič et al., 2020), (Bartoš et al., 2019), (Mogilny & Sholomitskii, 2017); monitoring of building objects' 

deformations (Mukupa et al., 2016), (Ehrhart & Lienhart, 2015), (Głowacki, 2022); landslides (Artese & Perrelli, 

2018), (Urban et al., 2019)  or general monitoring procedures (Vaněček & Štroner, 2016), (Bauer & Lienhart, 

2023).  

A very specific area with a requirement for high precision of measurement is the engineering surveying in 

underground spaces, where it is usually measurements during tunneling (Urban & Jiřikovský, 2015), (Bryn et al., 

2017), (Nuttens et al., 2014), (Luo et al., 2016) or measuring and calculating volumes before and after mining 

(Štroner, 2019). 

However, the use of total stations is also indirectly reflected in several fundamental scientific works on mass 

data collection. For the method of photogrammetry, it is necessary to determine the exact dimension and 

georeference through ground control points (Štroner et al., 2021), (Padró et al., 2019), (Kovanič et al., 2023). 

Furthermore, it serves for selective determination of the accuracy of point clouds (Peppa et al., 2019), (Moudrý et 

al., 2019) and determining the precision of detected surfaces and volumes (Kovanič et al., 2021) and the quality 

of the created digital terrain model (Forlani et al., 2018). For the use of laser 3d scanning, it is also necessary to 

determine the coordinates of ground control points, e.g., for geohazard monitoring (Kovanič et al., 2020), mobile 

or aerial scanning (Kalvoda et al., 2020) (Jon et al., 2013) or for measurements for the needs of heritage (Koska et 

al., 2013). In many cases, however, measurement using a precise total station serves to determine the benchmark 

in order to compare other measurement methods in terms of accuracy and thus also indirectly determine their 

usability or reliability, e.g., airborne laser sensors (Štroner et al., 2021), (Fuad et al., 2018), (Koska & Křemen, 

2014). Last but not least, knowing the correct values of the a priori standard deviations of the instrument's measured 

values are also necessary for the correct adjustment of geodetic networks for the use of the robust methods for 

removing remote measurements (Štroner et al., 2014), (Gašincová & Gašinec, 2010), (Karsznia et al., 2023), 

(Sisman et al., 2012), (Třasák & Štroner, 2014) or their optimization (Amiri-Simkooei & Sharifi, 2004) (Yetkin et 

al., 2008) (Štroner et al., 2017) (Berne & Baselga, 2004).    

The accuracy of total stations is described by standard deviations in determining the horizontal direction (σφ), 

zenith angle (σζ), and slope distance (σsd). It is possible to estimate them separately as described in technical 

standards (e.g. (ISO 17123, 2005)) or through alternative or partial procedures (Lambrou & Nikolitsas, 2015), 

(Braun, 2015); (Gmitrowicz-Iwan et al., 2011). These are mainly based on repeated measurements (in the case of 

horizontal directions and zenith angles or comparing measured values with a reference value (determined with 

significantly higher accuracy) in the case of slope distances (Lechner, 2008). However, these methods are not 

carried out under real measurement conditions, and no additional environmental influences are inseparable from 

geodetic measuring. These methods are, therefore, in our opinion, suitable for the determination of accuracy under 

ideal conditions, but under real conditions, it is necessary to consider the possible deterioration of precision 

characteristics. Thus, more suitable for practical use (e.g., precision planning or optimization of geodetic 

measurements) can be considered methods of complex (simultaneous) accuracy determination, where the 

measurement is carried out under real conditions and all influences, including, for example, the non-linear 

propagation of light in the atmosphere, are reflected in the results. (Suk & Štroner, 2021). 

The most statistically reliable known method of determining the previously mentioned accuracy 

characteristics is from the least squares adjustment of the geodetic network with the application of Fӧrstner's 

method to determine the variation components with as many redundant measurements as possible.   

Due to the absence of satellite signals underground, the total station measurement is practically the only 

realistic way to determine the coordinates of geodetic points accurately, and therefore, the accuracy of total station 

measurements underground is critical. Given the generally more difficult and different conditions (e.g., narrow 

corridors, different arrangement of atmospheric temperature layers) in mining measurements, the aim is to compare 

the accuracy achieved in underground mine and surface measurement (under "normal" conditions) with the fact 

that the shape and size of both test geodetic networks are identical. Since the accuracy is usually tested on the 

surface only, the aim is also to verify whether the accuracy claimed by the manufacturers is also met underground. 

In practical measurements, automatic targeting is commonly used when measuring surveying networks signalized 

by the reflective prisms, so it will also be used here. 
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Material and Methods 

 

A process using geodetic networks with fixed target points and free stations has been proposed for the method 

of complex testing of automatic targeting and measurement of robotic total stations. Within the geodetic network, 

horizontal directions, zenith angles, and slope distances are repeatedly automatically measured in groups to other 

network points signaled by the reflective prisms. The configuration of the network and the number of points can 

be changed according to local conditions, but it must be optimized to ensure sufficient redundant values for the 

least squares adjustment and application of Förstner's method of determining variation components (Förstner, 

1979).  

 
Instruments 

 
Four robotic total stations were selected for the test measurement: the Leica TS60, Leica MS60, Trimble 

S9HP, and Trimble S6HP (Fig. 1). The standard deviations indicated by the manufacturers are shown in Table 1. 

All devices are used and are regularly serviced. All total stations are used for very precise measurements in 

engineering surveying.  

 
Tab. 1.  Robotic total station measurement standard deviations given by manufacturers 

Standard deviation / Total station Leica TS60 Leica MS60 Trimble S9HP Trimble S6HP 

σφ 0,15 mgon 0,3 mgon 0,3 mgon 0,3 mgon 

σζ  0,15 mgon 0,3 mgon 0,3 mgon 0,3 mgon 

σsd 0,6 mm + 1 ppm 1 mm + 1,5 ppm 0,8 mm + 1 ppm 1 mm + 1 ppm 

 

The Leica and Trimble instruments were chosen because of their different ways of performing automatic 

targeting. The Leica instruments are equipped with an image detector for automatic targeting. The image detector 

works on the principle of a CCD (CMOS) sensor, where the position of the incident electromagnetic radiation is 

evaluated on the sensor matrix, and the aiming line of the instrument's telescope is directed to the center of the 

evaluated position. Trimble instruments are equipped with a quadrant auto-targeting detector. The quadrant 

detector works on the principle of light-sensitive diodes, where the intensity of the incident electromagnetic 

radiation is evaluated in each field, and the telescope is directed to the target so that the intensity of the incident 

radiation is the same in all four fields of the detector (Ehrhart & Lienhart, 2017)  
   

  
Fig. 1.  Total stations tested – a) Leica MS60, b) Trimble S9HP c) Trimble S6HP d) Leica TS60 

 

Location and test networks 

 
Test measurements were carried out in two locations. The primary site was in the underground Josef mine, 

which is the Center of experimental geotechnics (CEG) – an underground experimental center of the Faculty of 

Civil Engineering of the Czech Technical University in Prague (Fig. 2). It is located about 50 km south of Prague 

near the Slapy dam (between the villages of Čelina and Mokrsko in the Příbram region). It was excavated in 1981-

91 as part of the geological exploration of gold-bearing deposits. The Faculty of Civil Engineering of the Czech 

Technical University in Prague opened the CEG here in 2007. The main underground corridor passes through the 

SSW direction through the rock mass of Veselý vrch. The corridor is followed by other linear exploration tunnels 

with numerous grooves tracing ore structures partly with connections to the other 2 floors. The vast majority 

(around 90%) of the breaches are not reinforced. A 136 m high unreinforced ventilation stack connects the end of 

the spine adit to the ground surface. The total length of the passages is 7853 m. The main corridor is 1835 m long 
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with a 14-16 m2 profile. The other corridors are 6018 m long in total, with a mean profile of 9 m2. The height of 

the overburden is 90-150 m. (CEG, 2014) 

 

 
Fig. 2.  Location CEG – Josef mine in Czech Republic 

 

In this area, it was necessary to design a geodetic network with enough redundant measurements, i.e., 

interconnected corridors (visibility is necessary, full throughput is not necessary). Here, the target points were 

stabilized, and the positions of the free survey stations were designed so that the maximum number of target points 

from each station could be measured. Furthermore, the lengths of the intents are approximately equal in length 

(ideally within a 2:1 ratio), while at the same time not appearing too short in side lengths (up to about 2m), which 

can cause difficulties in targeting. 

The three sides of the quadrangle were formed in standard corridors 2.2 m wide and 2.6 m high. The fourth 

side of the quadrangle was located in the area, which is an 8 m wide, 9 m to 22 m long and 39 m high chamber 

with a sloping rubble surface (Fig. 3). The target points consisted of 30 mm diameter spherical prisms placed in 

cylindrical nests mounted on a Zeiss tripod (Fig. 4). The spherical prisms were chosen to minimize the effects of 

the eccentricities of the surveying tools, which can be as small as a few tenths of millimeters (Braun & Štroner et 

al., 2016). A total of 8 target points (two in each vertex) were monumented in the corners of the quadrilateral. For 

the points closer to the center of the quadrilateral, the tripods were placed at a minimum height of approx. 1.0 m. 

In the case of the outer points, the tripods were set to a height of approx. 1.5 m to increase the height distribution. 

A total of 6 positions were chosen; the whole arrangement is shown in Fig. 3. Within each side, there was one 

position approximately in the middle. The other two positions were located at the corners of the corridors, from 

where visibility into the adjacent corners of the quadrangle was possible. The position in the middle of the side 

that runs through the cathedral was 1.5 m higher than the others because of the rubble embankment. The total size 

of the network was 32 m x 21 m, and the lengths ranged from 4 m to 31 m. At standpoint 1 (in the middle of the 

side passing through the cathedral ), the lengths of intention were 7.7 m - 12.2 m. At standpoint 2 (midway along 

the side), the lengths of the intentions were 13.0 m - 16.2 m. At standpoint 3 (at the corner of the grid), the lengths 

of the intentions were 21,2 m - 31,3 m. At standpoint 4 (middle of the side), the lengths of intent were 9,2 m - 14,3 

m. At standpoint 5 (at the corner of the grid), the lengths were 9,2 m - 25,4 m. At standpoint 6 (mid-side), the 

lengths of intent were 4,0 m - 7,0 m. 
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Fig. 3.  Scheme of the network 

 

  
Fig. 4.  Josef URC – experimental network, standpoint 6 (left), detail of the reflective prism (right) 

 

The site chosen for the surface measurements was a meadow near the village of Řisuty u Slaného (Fig. 5). 

This area resembles an underground site in its height and size. It consists of a continuous grassy area that helps 

maintain the same atmospheric conditions. The same network configuration as in the underground was 

implemented within the site with the same prisms and other accessories. All staked out with centimeter accuracy. 

 

 
Fig. 5.  Surface location -  experimental network, standpoint 5 
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Description of the experiment 

 
The experimental measurements at both sites were identical. First, the target points were monumented by 

carefully positioned tripods, then mounting the tripods with nests and placing them in the spherical prisms was 

performed. Each target point had its own reflective prism. Prisms were carefully oriented with respect to the total 

station each time the instrument was moved to suppress resulting targeting errors (Lackner & Lienhart, 2016). In 

addition, the positions of the stations were staked out. All 6 standpoints were always measured by each tested 

instrument in immediate succession. Each instrument was tempered to ambient temperature for at least 30 min 

before measurement. Each instrument was then electronically tempered by 25 groups of automatic measurements 

in both telescope positions (faces) on 1 target. This method of tempering is useful to stabilize the inner electronic 

components' temperature and suppress initial errors in the measurement data. During the measurements, 

atmospheric characteristics (temperature, air pressure) were measured and entered into the total station to calculate 

the measured distance's physical correction automatically. During the underground measurements, conditions were 

constant with a temperature of 10°C and atmospheric pressure of 978 hPa. During the surface measurements, it 

was cloudy and windless, which helped to maintain stable conditions with a temperature of 17°C and an 

atmospheric pressure of 982 hPa. Stability of conditions is an important condition for achieving objectively 

comparable results (Woźniak & Odziemczyk, 2017). Since one type of target prism was used, all total stations 

were set to the absolute additive constant given by the manufacturer (-11.3 mm). A tripod was always carefully 

set up at each station, and the total station was carefully mounted using an electronic level. The measurements 

were always made using software for measuring the set of directions in groups. The automatic measurements were 

made in 6 groups in total; the first group was excluded from the processing due to the operator's contact with the 

instrument during the definition of the measured points (the first face of the first group). The measurement scheme 

A'B'B''A" was followed. That is, within one group, first, all points in the first position of the telescope (face) were 

measured, and then, in reverse order, all points in the second position of the telescope (face) were measured. The 

differences between the groups were checked in the instrument program immediately after the measurements. Each 

of the total stations was set in standard precision measurement mode. Individual observations were exported for 

angles with a resolution of 0.01 mgon and for lengths with a resolution of 0.1 mm. Further used data for evaluation 

are the results of measurements from each group (average of two telescope positions), i.e., horizontal directions, 

zenith angles, and slope distances. 

 

Evaluation methodology 

 
The evaluated data are the results of measurements from each group (average of two telescope positions), i.e., 

horizontal directions, zenith angles, and slope distances. The basic principle of the evaluation is based on the least 

squares adjustment of the free 3d network. The main idea of least squares adjustment is to minimize the weighted 

sum of the squares of the measurement corrections in the calculation. The key condition of this method can be 

generally stated (according to (Böhm et al., 1990)): 

 

𝒗𝑻 · 𝑷 · 𝒗 =  𝑚𝑖𝑛,                                                                                                          (1) 

 

where v is the vector of corrections assigned by the measurements, and P is the weight matrix of the measured 

values. The corrections v are defined as the difference between the vector of adjusted measured values l ̅(x) and 

the vector of the directly measured values l. The correction equation can be written as:  

 

𝒗 =  �̅�(𝑥) –  𝒍.                                                                                                           (2) 

 

Measurements vector: 

 

𝒍 =  (𝒍𝒔𝒅 ;   𝒍𝝋 ;  𝒍𝜻).                                                                                                         (3) 

 

The unknown values in the adjustment are the coordinates of all network points (X, Y, Z) and the orientation 

shifts of the horizontal directions measured at the position points of the network (op). The vector of unknowns 

where n is the number of points in the network and k is the number of standpoints can be written: 

 

𝑿 = (𝑋1 𝑋2 ⋯ 𝑋𝑛 𝑌1 ⋯ 𝑌𝑛 𝑍1 ⋯ 𝑍𝑛 𝑜𝑝1 ⋯ 𝑜𝑝𝑘)𝑇.                             (4) 

 

The relationships providing the functional dependence between the measured and unknown variables or the 

so-called observation equations can be expressed as: 
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sdij = √(Xj-Xi)
2
+ (Yj-Yi)

2
+ (Zj-Zi)

2
,                                     (5) 

φij = arctan (
Yj-Yi

Xj-Xi
) -opi + oK,                                 (6) 

ζij = arccos (
Zj-Zi

(Xj-Xi)
2
+(Yj-Yi)

2
+(Zj-Zi)

2).                                (7) 

 

where i denotes the position, j the target, 𝑜𝑝𝑖  the orientation shift on the relevant standpoint and 𝑜𝐾  correction to 

the correct quadrant. 

From the above equations (5), (6), (7), it is clear that the relationships between measured values and unknowns 

are not linear. This requires linearization, which can be done using the Taylor series with restrictions to first-order 

derivatives only: 

 

x̅ = x0 + dx,                                  (8) 

v = l(̅x0) +  
∂l̅(x)

∂x
|x=x0

∙ dx-l                                 (9) 

 

A correction equation can be written as: 

 

𝑨 =
𝜕�̅�(𝒙)

𝜕𝒙
|𝒙=𝒙𝟎

,x̅ = x0 + dx                                 (10) 

𝒍′ = �̅�(𝑥0) − 𝒍                                   (11) 

v = A ∙ dx + l'                                         (12) 

 

where 𝐱𝟎 is a vector of approximate values of unknowns, 𝑑𝐱 is a vector of updates of approximate values of 

unknowns, 𝐥′ is a vector of reduced measurements, 𝐥(̅𝑥0) is a vector of "measured" values calculated by observation 

equations using approximate unknows 𝑥0 (5), (6), (7), and 𝐀 is a matrix of partial derivatives of the observation 

equations according to unknowns. Matrix 𝐀: 

 

𝑨 =  [

𝑨𝒔𝒅

𝑨𝝋

𝑨𝜻

],                                                                                                           (13) 

 

The calculation is solved by the adjustment of a free network, which is not georeferenced in the space, i.e., 

the coordinates of all points of the network are considered to be unknown and are to be the result of the adjustment. 

Positioning in the space is carried out by the point-zimuth method. This method sets the conditions for unknowns 

in the form of one fixed point and one fixed azimuth.  

From the partial derivatives of the individual conditions according to the individual unknown, a matrix B is 

created, which is called the matrix of linearised conditions. The matrix has 4 rows (representing X, Y, Z, and the 

azimuth) and a number of columns corresponding to the number of unknowns. The matrix is made up of 0 and 1, 

which are at the position of a fixed point, and the derivatives of the director (coordinate difference / square of 

distance) between two selected points. 

Measured data entering the adjustment with different accuracy, and it is necessary to consider this fact in the 

calculation by introducing the weights given for the individual measurements: 

 

𝑝𝑖 =
𝜎0

2

𝜎𝑖
2 ,                                                                                                           (14) 

 

where σ0 is a priori standard deviation = selected constant σ0 = 1. A σi is the a priori standard deviation of the 

measured value (i.e., the apriori standard deviation of measured slope distance σsd, the apriori standard deviation 

of a measured horizontal direction σφ, and the apriori standard deviation of a measured zenith angle σζ). According 

to the formula (14), the weights of each measurement can be calculated, and the diagonal weight matrix P can be 

compiled from them:  

 

P =

[
 
 
 
psd1

0 0 0

0 psd2
0 0

0 0 ⋱ 0
0 0 0 pζm]

 
 
 

..                                 (15) 

 

Using matrices 𝐀, 𝐥′, 𝐁, 𝐏 and solving of the normal equations system, the updates of the unknowns 𝑑𝐱 are: 
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[
dx
k

] = - [A
TPA BT

B 0
]
-1

[A
TPl'

b
] ,     b = 0                                             (16) 

 

where 𝐤 is a vector of supplementary unknowns (Lagrange's coefficients), 𝟎 is a square matrix of zeros of size of 

number of conditions and 𝐛 is a vector of absolute values of linearized conditions (closures).  

Vector of adjusted unknowns – coordinates of points and orientation shifts – is calculated by adding the 

determined updates 𝐝𝐱 (according to (16)) to approximate values of unknowns 𝑥0. 

 

x̅ = x0 + dx.                                                                                                          (17) 

 

Variance-covariance matrix characterizing the adjusted unknowns: 

 

Mx̅ = σ0
2[Q̅xx],                                                                                                          (18) 

 

𝑠0 is aposteriori standard deviation, given by: 

 

s0 = √
vT∙P∙v

n-u+p
 ,                                                                                                          (19) 

 

where 𝑛 is the number of measurements, 𝑢 is the number of unknowns, 𝑝 is the number of georeferencing 

conditions. �̅�𝐱𝐱 is a part of the matrix of normal equations: 

 

N-1 = [A
TPA BT

B 0
]
-1

= [
Q̅xx Q̅kx

T

Q̅kx Q̅kk

].                                                                    (20) 

 

Because there is a linearization of the observation equations in the calculation, it is necessary to perform the 

equation iteratively. In other words, in each step of the iteration, the resulting estimates of unknowns are placed 

equal to approximate values, and the entire calculation is done again. 

This standard free network adjustment procedure is accompanied by the Förstner method, in which, in each 

step of the iteration, along with the change of approximate values, weights are also changed by defined indicative 

measurement standard deviations. 

Iteration shall be performed as many times as the size of the a posteriori standard deviation 𝑠0, determined by 

the equation (19), is sufficiently close to the value of the a priori standard deviation 𝜎0 = 1: 

 
|𝑠0 − 𝜎0|  <  𝜀   .                             (21) 

 

In calculation, it is sufficient to use 𝜀 = 0.0001. The basic idea of estimating variation components by 

Förstner's method consists in calculating number of redundant measurements for individual groups of measured 

values separately. In contrast to the classical LSM, where all influences are mixed, and where only an aposterior 

estimate of the conformity of measurement corrections and the inserted weights characterizing the network as a 

whole is calculated, if the Förstner method is used, the aposterior standard deviation can be determined separately 

for the individual measurement groups, here for slope distances 𝑠0
𝑠𝑑, for horizontal directions 𝑠0

𝜑
 and for zenith 

angles 𝑠0
𝜁
. The first step after the same leveling of the spatial network is the calculation of the redundant matrix 𝐑: 

 

R = I-A Q̅xx A
TP,                                                                                                          (22) 

 

where 𝐈 is a square unit matrix with a size corresponding to the number of measurements. Each element on the 

diagonal of the redundant matrix expresses the contribution of a particular measurement to the total number of 

redundant measurements in the network. Thus, it is possible to quantify the number of redundant measurements 

contributed by the individual measurement groups, thus determining the number of redundant measurements for 

the measured slope distances 𝑟𝑠𝑑, horizontal directions 𝑟𝜑  and zenith angles 𝑟𝜁 . 

Subsequently, an a posteriori estimate of the accuracy of the measured slope distances, horizontal directions, 

and zenith angles can be calculated using their determined contributions: 

 

s0
sd = √

∑(vv)sd

rsd
,        s0

φ
= √

∑(vv)φ

rφ
,        s0

ζ
= √

∑(vv)ζ

rζ
.                                             (23) 
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Calculated estimates of standard deviations by equation (23) shall further be used to calculate the new weight 

matrix 𝐏, and the adjustment shall be repeated until condition (21) is met. 

A more reliable determination of the indicative deviations of the sloping lengths can be achieved by defining 

the size of the network by using a "precise" defined slope distance (𝑠�̂�)  between 2 net points (one or more ones). 

Subsequently, some of the above equations are adjusted, but the principle of calculating the equation remains 

the same. The measurement vector (3) shall be extended by this reference distance. Also, to the partial derivative 

matrix 𝐀 (13), the reference slope distance has to be added: 

 

𝒍 = (𝒍𝒔𝒅;  𝒍𝝋;   𝒍𝜻;   𝑠�̂�𝑖𝑗),                                                                                                    (24) 

𝑨 =  

[
 
 
 
𝑨𝒔𝒅

𝑨𝝋

𝑨𝜻

𝑨𝒔�̂�]
 
 
 

,                                                                                                       (25) 

 

An important definition occurs when assembling the weight matrix 𝐏. The principle of weighting each 

measurement according to the formula (14) remains, but the distance indicating the dimension of the network (𝑠�̂�)  

must be given a large weight. In other words, the input accuracy of this distance must, therefore, be very high (i.e., 

a low value of the standard deviation of approximately 0.01 mm – 0.001 mm) in order for the distance to be 

considered almost flawless and really define the dimension of the entire network. Then, the weight matrix P: 

 

P =

[
 
 
 
 
 
psd1

0 0 0 0

0 psd2
0 0 0

0 0 ⋱ 0 0
0 0 0 pζm 0

0 0 0 0 psd̂ij]
 
 
 
 
 

.                                                (26) 

 

The next calculation procedure is already similar to the previous case without the distance defining the 

dimension of the network (𝑠�̂�). The adjusted values of unknowns are considered approximate, the a posteriori 

estimate of the accuracy of the measured slope distances, horizontal directions, and zenith angles is considered to 

be the new input precision of the weight matrix, and the adjustment is carried out again. However, the weight of 

the distance defining the dimension of the network remains the same in every step of iteration, unchanging. 

This procedure is indicated here only as information; additional distances must be measured much more 

accurately, and this is practically possible only with the use of a laser tracker in field conditions. Not having it, it 

was not used in the experiment.     

In case of lower-quality reflective prisms not knowing their additive constant with the precision needed, those 

additive constants can also be added as adjusted unknowns to the calculation. Since it was not our case, it was not 

needed.  

The entire calculation was done according to the procedures described in the Matlab R2023b environment. 

 

Results 

 

Measurements from the underground (Table 2) and surface (Table 3) sites were evaluated in the same and 

previously described manner. The calculation was carried out for each instrument with 360 input measured values 

(6 standpoints, 4 targets on each position, measurement in 5 groups - horizontal directions, zenith angles, sloping 

lengths). The number of unknowns for each device was 48 (14 points with XYZ coordinates and 6 orientation 

shifts). 

 
Tab. 2.  Standard deviations of robotic total stations measurement – an underground network 

Standard deviation / Total station Leica TS60 Leica MS60 Trimble S9HP Trimble S6HP 

s0
φ [mgon] 0,11 0,10 0,27 0,37 

s0
ζ [mgon] 0,19 0,16 0,26 0,22 

s0
sd [mm] 0,09 0,11 0,21 0,21 

 

An iterative calculation using Fӧrstner's method for calculating the variation components determined the 

standard deviations in the measurement of the horizontal directions, zenith angles, and slope distances for 4 

different robotic total stations – Leica TS60 and MS60, Trimble S6HP and S9HP was realized. The number of 

iterations for each device ranged from 4 to 8 (the accuracy indicated by the manufacturer was used in the first 

iteration). 
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Tab. 3.  Standard deviations of robotic total stations measurement – surface network 

Standard deviation / Total station Leica TS60 Leica MS60 Trimble S9HP Trimble S6HP 

s0
φ [mgon] 0,14 0,09 0,19 0,32 

s0
ζ [mgon] 0,19 0,19 0,30 0,34 

s0
sd [mm] 0,09 0,13 0,22 0,23 

 
Discussion 

 
The data presented in the tables can be evaluated statistically in several ways. It is appropriate to assess the 

conformity of the indicated indicative deviations of the measured horizontal directions and zenith angles with the 

data provided by the manufacturer (Table 1). There are only two values of 0.15 mgon and 0.3 mgon here; based 

on the number of redundant measurements using the Tau test (see (Bohm, 1990)) it is possible to determine the 

limit value for the 95% probability as a coefficient of 1.13; i.e., 0.17 mgon, and 0.34 mgon; for the 99% probability 

it is 1.19 and therefore 0.18 mgon & 0.36 mgon. The thus defined boundaries of conformity meet virtually all the 

observed values for a probability of 99%, except for a very small excess of 0.01 mgon for the zenith angles of the 

Leica TS60 (both underground and surface measurements) and for the Trimble S6 HP for the horizontal directions 

of underground measurement. Other determined values also meet the criterion for a 95% probability.     

For the assessment of whether the accuracy of measurements underground or on the surface differed from 

one another due to the variability of the identified standard deviations and due to some significantly lower values 

than expected (especially for the Leica MS60, which, despite having an angle precision of 0.3 mgon reached 

virtually half of it), the total quadratic mean was used for all the angular standard deviations of measurements for 

one network and all the instruments together. If, for example, underground measurement conditions resulted in a 

worse accuracy, this would have to be reflected in all instruments and, therefore, reliably in this average value. 

For the underground network, the mean, standard deviation of angular measurement is 0.24 mgon, and for the 

surface network, it is 0.23 mgon. It indicates that comparable accuracy can be expected in underground mining 

conditions as in usually surface conditions. 

The individual standard deviations themselves vary for instruments and conditions despite a considerable 

number of redundant measurements, approximately 100 for each determined standard deviation. Here, 

unfortunately, repeated measurements in five groups cannot be considered completely independent; for instance, 

not only atmospheric influences are constant, and therefore it can be assumed that the variation of the results 

corresponds to a smaller number of redundant measures. Here, in the future implementation of a similar 

experiment, we believe that preference should be given to fewer repetitions and more independent standpoints. 

Separately, it is to comment on the indicated slope distance standard deviations since they are clearly below 

the declared accuracy of total stations. Because there is no significantly more accurate distance defining the entire 

dimension present in the adjustment, these are only random errors on very short distances and, as such, correspond 

to the experience of testing distance meters (Braun et al., 2015). Their total average standard deviations for the site 

are 0.16 mm and 0.18 mm (in the order of underground – surface). Therefore, there is again no indicated difference 

in the accuracy of measurement. In the case of using a laser tracker (for instance, Leica AT-400) to determine the 

reference length, the determined standard deviations would better describe the actual absolute slope distance 

accuracy of measurement. 

 

Conclusions 

 

In the experimental underground center of the Faculty of Civil Engineering, CTU in Prague, an experiment 

was carried out in order to determine the standard deviations of the measured values by the the robotic total stations 

Leica TS60, Leica MS60, Trimble S9HP and Trimbles S6HP. Fӧrstner's method of determining variation 

components was used for evaluation. Comparative measurements were carried out on the surface test site.  

The resulting standard deviations indicate that all instruments (with minor deviations) correspond in their 

accuracy to the parameters indicated by the manufacturers. The process of evaluation using Fӧrstner's method of 

determining variation components has proved to be effective and reliable even within geodetic networks with a 

limited number of sights and in a spatially limited configuration of targets and standpoints. For any practical use, 

it is advisable to recommend fewer repetitions and a greater number of independent opinions, and also, if possible, 

the determination of one or more lengths in the geodetic network with significantly higher accuracy, which will 

allow to determine the more truly characteristics of the precision of length measurement.  

Differences between underground and surface measurement precision were not observed.   
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