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Abstract 

The prices of metal commodities have long been influenced, 

especially by the lack of non-renewable resources and the widespread 

use of copper and aluminum in industry due to their properties. Metal 

commodities are irreplaceable for the sector of developed countries, 

and their scarcity during the COVID-19 period increases both their 

price and, subsequently, the price of products made of these metals.  

The paper deals with the trend of selected metal commodity prices on 

the global market in the context of the macroeconomic indicator trend 

of Poland's inflation rate. The paper aims to predict the inflation rate 

trend in Poland and determine which of the selected metal 

commodities is most closely linked to the economy. The research 

data were obtained from Investing.com (2024) and Eurostat (2024) 

and converted to time series. The price of metal commodities is given 

in US dollars per tonne, while the inflation rate is expressed as a 

percentage. The data on the development were processed using 

artificial intelligence and recurrent neural networks, including the 

Long Short Term Memory layer. In general, neural networks have 

great potential to predict this type of time series. The experiment 

involved prediction models built on artificial neural networks (NN) 

with the LSTM layer and 19-day lag. The research confirmed that the 

development of copper, zinc, and aluminum prices is closely 

interlinked with the Polish economy. Therefore, the inflation rate in 

Poland can be predicted with a high probability based on the 

development of the examined metal commodities prices.  
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Introduction  

 

Inflation expectations represent the key inputs to monetary policy but are also one of the most difficult 

variables to measure. Inflation expectations are particularly difficult to determine in the low-inflation environment 

where large changes in important relative prices occur. The available measures of inflationary expectations vary 

largely for individual resources and cannot be used as a target but rather as a complementary element in monetary 

policy decisions (Alcidi et al., 2021; Sinicakova and Gavurova, 2017). Commodity price fluctuations affect 

developing economies. A hike in commodity prices means more capital is coming to economies (Baffes & 

Kabundi, 2023). The conflict between Russia and Ukraine and the COVID-19 pandemic have caused many 

economic crises on a global scale, raising the likelihood of hyperinflation and putting European nations at risk 

(Belas et al., 2018; Belas et al., 2022). European market faces issues when commodity prices are high. According 

to a survey from 2023, 53 million dollars worth of metal commodities were imported to Poland (Ha et al., 2022).  

Inflation is the basic concept of economics. It cannot be too high or too low because it affects the functioning 

of the economy. This is why the authorities maintain the prices of goods and commodities (Jedruchniewicz, 2013; 

Sinicakova et al., 2017). The public gives more importance to policy announcements than to previous 

macroeconomic events. Because of this, the credibility of inflation targets in Poland has become strong, especially 

since the formal implementation of inflation targeting (Maliszewski, 2008). According to Szyszko (2015), shaping 

expectations of central banks' influence can achieve the main objective of monetary policy and guide public 

expectations; inflation forecasting is a great technique. Kopych & Shevchuk's (2024) findings and analysis prove 

that all countries have different inflation rates due to the influence of global metal commodity prices. International 

commodity price fluctuations affect inflation, and central banks focus on predicting inflation by studying the 

commodity price changes and their impact on other nations (Abbas & Lan, 2020; Tkacova and Gavurova, 2023; 

Bilan et al., 2017).  

To determine the accuracy and influence of inflation forecasting is done by a process with four stages: the 

first stage is confirming the credibility of the central bank, the second stage is examining the precision of inflation 

forecast, the third is inflation forecast targeting (IFT) implementation put into qualitative analysis and the final 

stage is to find the interconnectedness of inflation forecasts, optimal policy methods, and inflation expectations 

(Szyszko & Tura, 2015). According to Mandalinci (2017), every forecasting method shows unequal results 

depending on the situation and nation. Inflation forecasting and central bank independence are negatively 

correlated. A stable environment with long-term growth is suitable for making better economic decisions, as it 

makes inflation predictions more accurate (Kliber et al., 2023). To understand the issues and impact of inflation, 

quantitative analysis is a powerful tool used to rectify those problems in Poland (Kelm & Pellegrini, 2023).  

Also, inflation can occur due to increased money circulation in Poland, but its effect is comparatively small 

(Zivkov et al., 2020). Expectations of inflation are used by central banks as a tool to maintain price stability. That 

is, they analyze what people think about the future of inflation (Coibion et al., 2020), because public perceptions 

of future inflation and their trust in the central bank’s ability under uncertainty (Ejdys et al., 2018) are critical 

factors of economic stability. High inflation often occurs in economies that are less harmful to production, so we 

use anti-inflation decisions (Charemza et al., 2015).  

Our main aim of the research is to find the impact of the metal commodity price in predicting the future 

inflation rate in Poland. Polbin et al. (2018) state that metal commodity prices significantly affect macroeconomic 

indicators. So, we have to find the relationship between commodity prices and inflation, and this will lead to our 

first research question: 

RQ1: What is the correlation between the development of selected metal commodity prices and the 

development of the inflation rate in Poland?   

Out of all these metal commodities, we have to find which is mostly associated with the inflation rate so we 

can use the variable for future prediction. 

RQ2: Which of the selected metal commodities is most closely linked with the macroeconomic indicator of 

the inflation rate, and what will Poland's future inflation rate be? 

 

Literature Review 

 

Inflation is a very important macroeconomic variable. Currently, it is considered the most harmful 

phenomenon in contemporary economies. The concept of inflation was developed by various economists and 

specialists who strived to formulate the most precise definition possible, explain the causes and factors determining 

this phenomenon, and its effect on the population and economic entities (Mindrican and Matei, 2021). Ciner (2011) 

analyzes the relationship using the frequencies between commodity prices and inflation, finding important long-

term connections between inflation dynamics and commodity price shifts. Consumers, policy uncertainty, and 

Central bank communication strategies were pointed as key elements to study inflation forecast errors in seven 

European economies from 2016 to 2020 (Kliber et al., 2023). 
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Emerging economies like Nigeria and South Africa face a strong impact on their economy if the commodity 

price changes. It underscores the necessity of integrating commodity price fluctuations, considering their 

endogeneity and asymmetric effects, into inflation forecasting models to enhance predictive accuracy and policy 

relevance (Fasanya & Awodimila, 2020). Methodologies, including local projections and smooth transition 

autoregressive (STAR) models, have been used in studies such as the cross-country analysis on inflation dynamics 

and commodities price shocks, and these methodologies calculate the impact of metal commodity price shocks on 

consumer price indices (CPIs), indicating both immediate and long-term inflationary consequences (Sekine & 

Tsuruga, 2018). In terms of success rate and learning speed, LSTM performs better than real-time iterative 

learning, neural sequence chunking, Elman nets, back-propagation via time, and iterative cascade correlation 

(Hochreiter & Schmidhuber, 1997) 

Gao et al. (2021) focused on analyzing the relationship between inflation and inflation uncertainty in China. 

Using a quantile causality test, they examined the existence of causality between these two variables. According 

to their results, there is a unidirectional causality from inflation to inflation uncertainty of a significantly 

asymmetric and time-varying nature. Inflation is very likely to cause inflation uncertainty in situations with higher 

inflation rates, especially in higher quantiles of the distribution. The COVID-19 pandemic has significantly 

impacted inflation and economic systems; therefore, it is necessary to have suitable tools and models for predicting 

inflation and response to this uncertainty. Moreover, observing inflation expectations and volatility is important, 

as they can be important indicators of future inflation trajectory and economic stability. Bobeica and Hartwig 

(2023) analyzed how the COVID-19 pandemic has influenced inflation modeling using VAR and suggested better 

forecasting methods to predict inflation during the pandemic. They found that during the pandemic, parameter 

estimates are influenced by several factors, which causes different and sometimes inaccurate inflation projections.  

A time series is a sequence of data points in successive time order. Time series data are generated in many 

application scenarios, and the techniques used for their analysis have aroused considerable attention. Time series 

concatenation is a simple operation that retrieves all pairs of correlated subsequences from two given time series 

(Rong, Chen, and Silva, 2020). Y. Liu et al. (2019) presented the use of deep neural networks with recurrent 

structures, specifically LSTM (Long Short-Term Memory), to extract information from sequential data to predict 

trends in time series, especially in lime prices. The successful implementation of this model shows results that 

outperform conventional autoregressive models and are considerably more accurate than random estimation. The 

results were obtained on datasets related to stocks that have characteristics very similar to random walk sequences. 

The LSTM model showed high efficiency in analyzing and predicting time series.  

T. Li et al. (2020) dealt with anomaly detection in time series using a prediction-based method. The 

aforementioned LSTM neural network was used for prediction, while a dynamic thresholding mechanism was 

applied for anomaly detection. The effectiveness of this method was verified on different public time series, thus 

confirming its ability to detect anomalies in time series with high accuracy. Ostroski et al. (2021) introduced a 

method for detecting and correcting anomalies in time series with a focus on disk usage data over several months. 

The method is based on calculating the differences between time series, identifying the transformed data mean 

value, and setting a threshold for anomaly detection. Engineering metals have a wide range of industrial 

applications due to their physical, chemical, or mechanical properties. These metals include copper, aluminum, 

lead, nickel, tin, zinc, steel, iron, etc. Metallurgy is considered a key sector of any national economy and an 

important sector of heavy industry, as it is strategically important for arms production and other industries and 

services. Its products are used mainly in construction, transport vehicles, infrastructure development, and many 

services and other industries (Wilczynski, 2020). Vochozka et al. (2021) deal with daily closing prices of copper 

using artificial intelligence and recurrent neural networks (LSTM) with great potential in predicting copper time 

series.   

Several approaches to detecting and addressing time series anomalies have advantages and applications 

depending on a specific problem and dataset . Based on the research conducted on suitable methods applicable to 

predict and analyze the impact of metal commodities on the economies of individual countries, the LSTM method 

will be used to predict price time series and the production of the metal commodities under study. Data necessary 

for the analysis and prediction will be obtained using a content analysis. 

 

Material and Methods 

 

The analysis is focused on the macroeconomic variable (inflation rate) of Poland. Two types of sources were 

used to collect the data: macroeconomic variable was obtained from the Eurostat website, while data on metal 

commodities, specifically copper, zinc, and aluminum, were obtained from the investing.com website. The 

macroeconomic variable is taken separately for Poland. The data for the metal commodity price are available for 

the period 1st of July 2014 to 27 st June 2024.  

An artificial neural network (NN) approach called Long Short-Term Memory (LSTM) is used to forecast the 

future trend of the macroeconomic variables. Several parameters are needed to create the Neural Network, 

specifically: 
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a) The Number of Elements in the Neural Network Model depends on the model's configuration and input 

data. The input data is of the matrix size 𝑚 𝑥 𝑛, in this case, it varies depending on the input data, i.e., 

′19 𝑥 1′, ′19 𝑥 2′, ′19 𝑥 3′, etc. 

b) Diverse Activation functions (utilizing Elementwise Layer) will be employed to facilitate signal 

propagation among NN layers. The selection of activation functions will encompass the following 

options: Sine, Ramp (also recognized as ReLu – Rectified Linear Unit), and ArcTan. 

c) Time series lag is a sequence of prior values that is used to anticipate future values. The latency will be 

judged to be 19 days. 

 

The NN structure will be identical in all circumstances (except for the parameter changes). Figure 1 shows a 

schematic of the NN. 

 

 
Fig. 1. Structure of NN with LSTM layer 

 

The Neural Network consists of six main layers, excluding the input and output. The six layers between the input 

and output layers are hidden. 

 

a) Input Layer: A matrix representing commodity pricing data is provided in the input layer. Different sizes 

of matrices will be investigated in the experiment (Based on the input data). Here, the matrix of size is 

"19 x 2". The value 'm' in the matrix represents the number of consecutive variables required to compute 

the following variable. 

b) 1st Hidden Layer (LSTM Layer): The first hidden layer is an LSTM layer. It generates an output matrix 

of dimensions m x n,' where 'm' is the time series lag and 'n' is chosen empirically. Here, the matrix at the 

input layer 19 x 2 will generate a matrix 19 x 19 at the output). The 'n' value grows by one. 

c) 2nd Hidden Layer (Elementwise Layer - Perceptron): This layer is built as an Elementwise Layer, which 

is a simple network that functions as a perceptron. These layers' activation functions will be chosen 

randomly from a specified list of activation functions. 

d) 3rd Hidden Layer (Elementwise Layer): This layer is an Elementwise Layer with the same activation 

function selection criteria as the second hidden layer. 

e) 4th Hidden Layer (Plus Layer): The fourth hidden layer, known as the "Plus" layer, accomplishes 

summing. It accepts input from the second and third hidden levels and transmits the output to the fifth 

hidden layer. 

f) 5th Hidden Layer (Elementwise Layer): This layer is an Elementwise Layer that uses the same activation 

function selection criteria as the second and third hidden layers. 

g) 6th Hidden Layer (Linear Layer): The sixth hidden layer is a Linear Layer, which acts on a data matrix 

at the input (a 19 x 19 matrix is shown in the picture). It generates a vector with one element as output. 

h) Output Layer: The output layer predicts the macroeconomic variable. 

 

Long-Short Term Memory Layer [𝑛] represents a net that takes an input matrix representing a sequence of 

vectors and outputs a sequence of the same length. Each input sequence element is a vector of size k, and each 

output sequence element is a vector of size n. LSTM consists of four blocks: Input gate, output gate, forget gate, 

and memory gate.  

 

{𝑥1, 𝑥2, . . . , 𝑥𝑇} is the input sequence, and the LSTM outputs a series of states {𝑠1, 𝑠2, . . . , 𝑠𝑇}. The cell state is 

defined as follows: 

 

𝑐𝑡 = 𝑓𝑡 ∗ 𝑐𝑡−1 + 𝑖𝑡 ∗ 𝑚𝑡 (1) 

where  

𝑐𝑡 is a new variable state. 

𝑓𝑡 forget gate. 

NetGraph 
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1 2

3

4 5 6
Output

19× 1 19× 19

19
×
19

19×19

19
×
19

19× 19 19× 19 1
+

Input Port

Input : matrix (size: 19 ×1)

Output Port

Output: vector (size: 1 )

 



Marek VOCHOZKA, et al. / Acta Montanistica Slovaca, Volume 29 (2024), Number 4, 1085-1101 
 

1089 

𝑐𝑡−1 the initial state of the variable. 

𝑖𝑡 input gate. 

𝑚𝑖 memory gate. 
 

The input gate is defined as follows: 

 

𝑖𝑡 = 𝜎[𝑊𝑖𝑥𝑥𝑡 + 𝑊𝑖𝑠𝑆𝑡−1 + 𝑏𝑖] (2) 

 

where 

𝜎(𝑧) =
1

(1 + 𝑒𝑥𝑝(−𝑧))
 

(3) 

 

𝜎 is Logistic Sigmoid. 

𝑊𝑖𝑥 is an input weight in the input gate matrix 𝑛 𝑥 𝑘 

𝑥𝑡 is an input variable, matrix 𝑛 𝑥 𝑘. 
𝑊𝑖𝑠 weight of the state in the input gate, matrix 𝑛 𝑥 𝑛. 
𝑆𝑡−1 the initial state. 

𝑏𝑖 Bias, vector size 𝑛. 
 

The state is defined as follows: 

 

𝑠𝑡 = 𝑜𝑡 ∗ 𝑇𝑎𝑛ℎ[𝑐𝑡] (4) 

 

where, 

𝑠𝑡 is a state of the variable. 

𝑜𝑡 output gate. 

𝑇𝑎𝑛ℎ Hyperbolic tangent. 
 

Output gate is defined as follows: 

 

𝑜𝑡 = 𝜎[𝑊𝑜𝑥𝑥𝑡 + 𝑊𝑜𝑠𝑆𝑡−1 + 𝑏𝑜] (5) 

 

where, 

𝑊𝑜𝑥 Defines the input weight in the output gate, matrix 𝑛 𝑥 𝑘. 
𝑊𝑜𝑠 Weight of the state in output gate, matrix 𝑛 𝑥 𝑛. 
𝑏𝑜 Bias, vector size 𝑛. 

 

When compared to, say, a Gated Recurrent Layer, the benefit of LSTM is in the forget gate: 

 

𝑓𝑡 = 𝜎[𝑊𝑓𝑥𝑥𝑡 + 𝑊𝑓𝑠𝑆𝑡−1 + 𝑏𝑓] (6) 

 

where, 

𝑊𝑓𝑥 is an input weight in forget gate, matrix 𝑛 𝑥 𝑘. 

𝑊𝑓𝑠 is the weight of the state in the forget gate, matrix 𝑛 𝑥 𝑛. 

𝑏𝑓 Bias, vector size 𝑛. 
 

The main processes of LSTM include memory gate, as follows: 

 

𝑚𝑡 = 𝑇𝑎𝑛ℎ[𝑊𝑚𝑥𝑥𝑡 + 𝑊𝑚𝑠𝑆𝑡−1 + 𝑏𝑚] (7) 

 

where,  

𝑊𝑚𝑥 Defines the input weight in memory gate, matrix 𝑛 𝑥 𝑘. 
𝑊𝑚𝑠 Weight of the state in memory gate, matrix 𝑛 𝑥 𝑛. 
𝑏𝑚 Bias, vector size 𝑛. 

 

Individual commodity prices were first coupled with one of the numerous macroeconomic factors to train a 

neural network. Next, the analysis was extended to incorporate numerous commodity prices in the training dataset. 

This comprehensive method aimed to find the most effective model in terms of accuracy in forecasting the selected 

variable. Pearson correlation coefficient was used to calculate the degree and direction of the linear relationship 

between real and predicted macroeconomic values to assess the model's performance. 
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Based on the above, the final objective was to choose the most resilient neural network design. After that, the 

selected model is used to predict future macroeconomic data with greater accuracy and reliability. This method of 

predicting macroeconomic trends is methodical and data-driven. 

   

Results 

 

This chapter presents a graphical and tabular illustration of the predicted development of inflation based on 

the time series of copper, aluminum, and zinc historical prices, including their combinations. Figure 2 shows the 

monthly trend of inflation in Poland and the copper price from 1 July 2014 to 27 June 2024. 

 

 
Fig. 2: Inflation trend in Poland and the Copper price in USD 

 

Inflation predicted based on copper prices 

The application of copper prices to predict inflation: The neural network analysis shows a strong correlation 

between copper prices and inflation with a 19-day lag. Among the five studied neural networks (as seen in Table 

1), 3NN19 stands out for its exceptional accuracy and shows a correlation coefficient of 0.882924. High 

accuracy is achieved due to the unique activation function that combines Sin, Ramp, and Sin. 

 
Tab.1: Basic setting of network parameters and performance 

Network Performance Activation Function 1 Activation Function 2 Activation Function 3 

1NN19 0.881205 Sin ArcTan  Sin 
2NN19 0.878543 Ramp Sin Ramp 

3NN19 0.882924 Sin Ramp Sin 

4NN19 0.881102 Sin Sin ArcTan 
5NN19 0.864706 Ramp ArcTan ArcTan 

 

Figure 3 compares real inflation in Poland with the predicted inflation generated by 5 neural networks, 

comparing the most accurate results predicted by the neural network and the real inflation.   

 

 

 

Fig. 3: Comparison of real and predicted inflation/comparison of real inflation with the most accurate predicted inflation 

 

The conditional distribution of inflation and predicted inflation values are presented in Table 2, which shows 

minimum differences. The difference between minimum and maximum values has a higher change, which will 

impact future predictions. 

 
Table 2: Conditional distribution of real and predicted inflation 

Description Inflation Inflation-LSTM NN Prediction 

Minimum -1.6000 -0.28943 
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Maximum 18.4000 14.20690 
Mean 4.0000 2.76767 

Variance 26.9256 13.14280 

Standard Deviation 5.1889 3.62531 
Quartile Deviation 2.1000 0.91950 

Median Deviation 2.1300 0.69445 

Mean Deviation 3.9159 2.69731 

 

As seen in Figure 4, the predicted inflation in Poland for the following months is 6.82095 %, according to the 

values of copper prices. The predicted values indicate the growth in inflation compared to the preceding month 

and show the inflation trend in the next month, June 2024.  

 

 

Fig. 4: Box plot of predicted inflation for the following month / Line chart for predicted inflation for the following month 

 

Inflation predicted based on zinc prices 

Figure 5 shows the daily zinc prices between 1 July 2014 and 27 June 2024.   

 

 

 

Fig. 5: Zinc price trend 

 

Applying zinc prices to predict inflation: The neural network analysis shows a strong correlation between 

zinc prices and inflation with a lag of 19 trading days. Among the five studied neural networks (as seen in Table 3), 

1NN19 stands out for its exceptional accuracy, with a correlation coefficient of 0.864306. The high accuracy is 

achieved due to the unique activation function combining Ramp, Sin, and Ramp. 

 
Tab. 3: Basic settings of network performance and parameters 

Network Performance Activation Function 1 Activation Function 2 Activation Function 3 

1NN19 0.864306 Ramp Sin Ramp 
2NN19 0.831091 ArcTan Sin Ramp 

3NN19 0.800557 Sin ArcTan Ramp 

4NN19 0.820154 Sin ArcTan Ramp 
5NN19 0.815097 Ramp ArcTan ArcTan 

 

Figure 6 shows the real inflation in Poland and the inflation values predicted by all five neural networks and 

compares the most accurate predicted values and real inflation.   
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Fig. 6: Comparison of real and predicted inflation values / Comparison of real inflation with the most accurate predicted inflation values 

 

The conditional distribution of real inflation and predicted inflation is presented in Table 4. As seen in the 

table, the conditional distribution of inflation and predicted inflation show minimal differences. The difference 

between the minimum and maximum values is nearly the same in both cases. This similarity points to a high degree 

of accuracy, thus confirming good predictive properties of the model and ensuring accurate values.  

 
Tab. 4: Conditional distribution of real and predicted inflation 

Description Inflation Inflation-LSTM NN Prediction 

Minimum -1.6000 -1.08043 
Maximum 18.4000 18.6131 

Mean 4.0000 3.86278 

Variance 26.9256 19.4642 
Standard Deviation 5.1889 4.41182 

Quartile Deviation 2.1000 2.0275 

Median Deviation 2.1300 2.0354 
Mean Deviation 3.9159 3.18207 

 

Figure 7 shows that the inflation in Poland predicted for the following month is 3.01362 % when considering 

the zinc price. The prediction suggests a decline in inflation compared to the preceding month and shows the 

direction of the inflation in June 2024. 

 

 

 

Fig. 7: Box plot of inflation predicted for the following month / Line graph of inflation predicted for the following month 

 

Inflation predicted based on Aluminum prices 

Figure 8 presents the daily prices of Aluminum between 1 July 2014 and 27 June 2024.   
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Fig. 8: Aluminum price trend 

 

The application of aluminum prices for predicting inflation: The neural network analysis shows a strong 

correlation between aluminum prices and inflation with a lag of 19 trading days. Among the 5 neural networks 

under study (as seen in Table 5), 2NN19 shows the best accuracy and a correlation coefficient of 0.935586. The 

high accuracy is achieved due to the unique activation function that combines ArcTan, ArcTan, and Sin. 
 
Tab.5: Basic settings of network performance and parameters 

Network Performance Activation Function 1 Activation Function 2 Activation Function 3 

1NN19 0.924479 Ramp ArcTan Sin 

2NN19 0.935586 ArcTan ArcTan Sin 
3NN19 0.933868 Ramp Sin Ramp 

4NN19 0.921530 ArcTan Ramp Ramp 

5NN19 0.927828 Ramp Ramp ArcTan 

 

Figure 9 shows the real inflation in Poland and inflation predicted by all 5 neural networks, comparing the 

most accurately predicted and the real inflation values. 

 

 

 
Fig. 9: Real and predicted inflation / Comparison real and most accurately predicted inflation values 

 

The conditional distribution of real and predicted inflation is presented in Table 6. The conditional distribution 

of the real and predicted inflation shows some fluctuations. In the minimum values, there will be a huge difference, 

but the maximum values are nearly equal; similar variations can seen in the remaining statistical distributions in 

Table 6. 

 
Tab. 6: Conditional distribution of real and predicted inflation 

Description Inflation Inflation-LSTM NN Prediction 

Minimum -1.6000 -0.426714 

Maximum 18.4000 17.2088 
Mean 4.0000 3.84999 

Variance 26.9256 23.488 
Standard Deviation 5.1889 4.84644 

Quartile Deviation 2.1000 1.57251 

Median Deviation 2.1300 1.25784 
Mean Deviation 3.9159 3.59414 
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As seen in Figure 10, the predicted inflation in Poland for the following month is 5.03169 % when considering 

the aluminum prices. This prediction suggests a decline in inflation compared to the preceding month and shows 

the direction of inflation in June 2024.  

 

 

 

Fig. 10: Box plot of predicted inflation for the following month / Line graph of predicted inflation for the following month 

 

Inflation predicted based on the copper and zinc prices 

The application of copper and zinc prices to predict inflation: The neural network analysis shows a strong 

correlation between copper and zinc prices and inflation with a lag of 19 trading days. Among the 5 neural 

networks under study (see Table 7), 1NN19 shows extraordinary accuracy, with a correlation coefficient of 

0.991817. High accuracy is achieved due to the unique activation function of combining ArcTan, ArcTan, and 

ArcTan. 

 
Tab. 7: Basic settings of network performance and parameters 

Network Performance Activation Function 1 Activation Function 2 Activation Function 3 

1NN19 0.991817 ArcTan ArcTan ArcTan 

2NN19 0.975193 Ramp ArcTan Sin 
3NN19 0.988257 ArcTan Ramp Sin 

4NN19 0.982758 Sin ArcTan Ramp 
5NN19 0.987006 Sin Ramp Sin 

 

Figure 11 shows the real inflation in Poland and the prediction of inflation generated by all 5 neural networks, 

comparing the most accurately predicted inflation values and the real inflation. It's very clear that predicted 

inflation almost matches actual inflation with an accuracy of 99.18%. 

 

 

 
Fig. 11: Comparison of real and predicted inflation / Comparison of real and most accurately predicted inflation 

 

The conditional distribution of real inflation and predicted inflation can be seen in Table 8. The conditional 

distribution shows minimal differences, with the difference between the minimum and maximum values being 

almost identical in both cases. The similarity suggests high accuracy, thus confirming the model's predictive 

capability and providing accurate values. As we can see there are differences in the minimum and maximum 

values, but in the case of Standard Deviation, it is almost equal. 

 
Tab. 8: Conditional distribution of real and predicted inflation values 

Description Inflation Inflation-LSTM NN Prediction 

Minimum -1.6000 -1.32945 

Maximum 18.4000 16.8367 
Mean 4.0000 3.97797 
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Variance 26.9256 26.2534 
Standard Deviation 5.1889 5.12381 

Quartile Deviation 2.1000 2.00446 

Median Deviation 2.1300 2.38239 
Mean Deviation 3.9159 3.87126 

 

As seen in Figure 12, the predicted value of inflation in Poland in the following month is 2.6719 % for the 

copper and zinc prices. The predicted value suggests an increase in inflation compared to the preceding month and 

shows the direction of the inflation in June 2024. 

 

 

 
Fig. 12: Box plot of predicted inflation for the following month / Line graph of predicted inflation for the following month 

 

Inflation predicted based on aluminum and copper prices 

Applying the copper and aluminum prices to predict inflation: The neural network analysis shows a strong 

correlation between the copper and aluminum prices and inflation with a lag of 19 trading days. Among the five 

neural networks under study (see Table 9), 2NN19 shows excellent accuracy and a correlation coefficient of 

0.954526. The high accuracy is achieved due to the unique activation function combining Sin, ArcTan, and Sin. 

 
Tab. 9: Basic settings of network parameters and performance 

Network Performance Activation Function 1 Activation Function 2 Activation Function 3 

1NN19 0.944321 ArcTan ArcTan ArcTan 

2NN19 0.954526 Sin ArcTan Sin 
3NN19 0.947873 Sin Sin Sin 

4NN19 0.936950 Sin ArcTan Ramp 

5NN19 0.944333 Sin ArcTan Sin 

 

Figure 13 shows the real inflation in Poland and the predicted inflation generated by all 5 neural networks, 

comparing the values predicted by neural networks and real inflation.  

 

 

 
Fig. 13: Real and predicted inflation / Comparison of real inflation and most accurately predicted inflation values 

 

The conditional distribution of real and predicted inflation can be seen in Table 10. Both distributions show 

minimum differences. The differences between minimum and maximum values are not even close, as we can see 

in the remaining statistical methods.  

 
Tab. 10: Conditional distribution of real and predicted inflation 

Description Inflation Inflation-LSTM NN Prediction 

Minimum -1.6000 -0.206861 

Maximum 18.4000 17.0718 
Mean 4.0000 4.03578 
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Variance 26.9256 24.5676 
Standard Deviation 5.1889 4.95657 

Quartile Deviation 2.1000 1.15172 

Median Deviation 2.1300 1.14893 
Mean Deviation 3.9159 3.68003 

 

As seen in Figure 14, the inflation in Poland predicted for the following month in terms of copper and 

aluminum prices is 4.19671 %. This prediction indicates a decline in inflation compared to the preceding month 

and indicates the direction of inflation in Jun 2024. 

 

 

 

Fig. 14: Box plot of predicted inflation for the following month / Line graph of predicted inflation for the following month 

 

Inflation based on the aluminum and zinc prices 

The application of zinc and aluminum prices for predicting inflation. The neural network analysis shows a 

strong correlation between zinc and aluminum prices and inflation with a lag of 19 trading days. Among the 5 

neural networks under study (as seen in Table 11), 5NN19 stands out with its accuracy and a correlation coefficient 

of 0.983614. The high accuracy is achieved due to the unique activation function combining Sin, Ramp, and 

ArcTan. 

 
Tab. 11: Basic settings of network performance and parameters 

Network Performance Activation Function 1 Activation Function 2 Activation Function 3 

1NN19 0.964181 Sin ArcTan Ramp 

2NN19 0.982839 Ramp Sin Sin 
3NN19 0.96434 Ramp Sin Ramp 

4NN19 0.971993 Sin ArcTan Sin 

5NN19 0.983614 Sin Ramp ArcTan 

 

Figure 15 shows the real inflation in Poland and the predicted inflation generated by all 5 neural networks, 

comparing the most accurately predicted values of the inflation and the real inflation.   

 

 
Fig. 15: Comparison of real and predicted inflation / Comparison of real and most accurately predicted values of inflation 

 

The conditional distribution of real inflation and predicted inflation presented in Table 12 shows minimum 

differences, with the differences between the minimum and maximum values being almost identical for both cases. 

This similarity indicates high accuracy, which increases the model's predictive ability and ensures accurate 

predicted values.  

 

 

Jun 03 Jun 10 Jun 17 Jun 24 Jul 01

2.5

3.0

3.5

4.0

Date

V
a

lu
e

Area Chart of the Predicted Inflation

2016 2018 2020 2022 2024

0

5

10

15

Date

in
fl

a
ti

o
n

Comparison of Predicted inflations

Actual inflation

1NN Predicted inflation

2NN Predicted inflation

3NN Predicted inflation

4NN Predicted inflation

5NN Predicted inflation

●

●
●
●●●

●
●●
●
●●

●

●

●

●●
●
●●●●
●
●
●●

●●

●
●

●

●●
●

●
●

●●
●
●
●

●

●
●
●

●
●

●

●●

●

●

●
●

●

●
●

●

●

●

●
●●

●

●
●

●
●

●

●

●

●●

●●

●

●

●
●

●

●

●●
●●

●
●

●

●

●

●

●
●

●

●

●
●●

●

●

●
●
●

●

●

●

●

●
●

●

●

●

●

●

●
●

●●●

20 40 60 80 100

0

5

10

15

Quarters

in
fl

a
ti

o
n

V
a

lu
e

s

Comparison between inflation values and Predicted inflation values

● Predicted inflation

inflation



Marek VOCHOZKA, et al. / Acta Montanistica Slovaca, Volume 29 (2024), Number 4, 1085-1101 
 

1097 

 
Tab. 12: Conditional distribution of real and predicted inflation 

Description Inflation Inflation-LSTM NN Prediction 

Minimum -1.6000 -1.6557 

Maximum 18.4000 18.3223 
Mean 4.0000 3.96872 

Variance 26.9256 25.6969 

Standard Deviation 5.1889 5.06921 
Quartile Deviation 2.1000 1.86811 

Median Deviation 2.1300 1.86868 

Mean Deviation 3.9159 3.66503 

 

As seen in Figure 16, the inflation in Poland predicted for the following month based on zinc and aluminum 

prices is 1.64201 %. The prediction suggests a decline in inflation compared to the preceding month and shows 

the direction of inflation in the following month, June 2024.  

 

 

 

Fig. 16: Box plot of predicted inflation for the following month / Line graph of predicted inflation for the following month 

 

Inflation predicted based on zinc, copper, and aluminum prices 

The application of aluminum, zinc, and copper prices for predicting inflation: The neural network analysis 

shows a strong correlation between the aluminum, copper, and zinc prices with a lag of 19 trading days. Among 

the 5 analyzed neural networks (see Table 13), 2NN19 stands out with its high accuracy and a correlation 

coefficient of 0.99876. The high accuracy is achieved due to the unique activation function combining Ramp, Sin, 

and Sin. 

 
Tab. 13: Basic settings of network parameters and performance 

Network Performance Activation Function 1 Activation Function 2 Activation Function 3 

1NN19 0.997956 ArcTan ArcTan Ramp 

2NN19 0.99876 Ramp Sin Sin 
3NN19 0.99727 ArcTan Ramp Sin 

4NN19 0.996278 Sin ArcTan ArcTan 
5NN19 0.986972 Sin Sin Sin 

 

Figure 17 shows the real inflation in Poland and predicted inflation generated by all 5 neural networks, 

comparing the most accurately predicted inflation values and real inflation.   

 

 

 
Fig. 17: Comparison of real and predicted inflation / Comparison of real inflation with the most accurately predicted inflation 
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The conditional distribution of real inflation and predicted inflation is presented in Table 14. The conditional 

distribution of real inflation and predicted inflation shows minimum differences, with the difference between the 

minimum and maximum values being nearly identical. This similarity indicates a high accuracy, which increases 

the predictive abilities of the model and ensures accurate values. This combination of metal commodities shows 

the highest accuracy of 99.87%. 

 
Tab. 14: Conditional distribution of real and predicted inflation 

Description Inflation Inflation-LSTM NN Prediction 

Minimum -1.6000 -1.67414 

Maximum 18.4000 18.3672 
Mean 4.0000 3.94573 

Variance 26.9256 26.5363 

Standard Deviation 5.1889 5.15134 
Quartile Deviation 2.1000 2.00429 

Median Deviation 2.1300 2.15315 

Mean Deviation 3.9159 3.8649 

 

As seen in Figure 18, the inflation in Poland predicted based on the prices of aluminum, zinc, and copper for 

the following month is 2.7342 %. This prediction suggests a decline in inflation compared to the preceding month 

and shows the direction of inflation in June 2024. 

 

 

 

Fig. 18: Box plot of predicted inflation for the following month / Line graph of predicted inflation for the following month 

 

By comparing the accuracy of the predicted inflation values based on combining metal commodities, it is 

possible to make the most accurate prediction for the following month. The accuracy of the predicted inflation 

values made based on metal commodities prices is presented in Table 15. 

 
Tab. 15: Comparison of accuracy 

Metal Commodity Accuracy Predicted Value 

Zinc 0.864306 3.01362 

Copper 0.882924 6.82095 
Aluminum 0.935586 5.03169 

Zinc & Copper 0.991817 2.67190 

Zinc & Aluminum 0.983614 1.64201 
Aluminum & Copper 0.954526 4.19670 

Aluminum & Copper & Zinc 0.998760 2.73420 

 

Table 15 provides an in-depth evaluation of the LSTM model's efficiency in predicting inflation based on the 

prices of various metal commodities and their combinations. The accuracy ranges from 86.43% to a staggering 

99.87 %, representing the percentage of correct predictions of the model for each combination commodity. The 

predicted values representing the model's estimates range from 1.64% to 6.82%. Surprisingly, the combination of 

aluminum, copper, and zinc shows excellent accuracy, nearly 99.94 %, which explains that the combination of the 

metal commodity prices impacts the prediction of the inflation rate.  

However, when we look at the highest accuracy, with 99 %, we can see that the combination of zinc and 

copper prices and the combination of all three commodities have a higher impact on the prediction of Poland's 

inflation. The predicted inflation for these two combinations is almost nearly equal. This shows that Poland's 

inflation will increase by approximately 0.2342% next month.  
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Discussion 
 

RQ1: What is the correlation between the development of selected metal commodity prices and the 

development of the inflation rate in Poland?   

The response to the first research question can be found in the section presenting the results, where the course 

of the zinc, copper, and aluminum time series is graphically represented; the tables present historical data on the 

distribution of the real and predicted inflation rate about individual metal commodity prices and their 

combinations. The time series from July 2014 to May 2024 was considered for the inflation rate. The results 

confirmed the assumption that neural networks with the LSTM layer and considered 19-day lag are most suitable 

for predicting the development of future selected metal commodity prices.   

The combination of aluminum, zinc, and copper prices turned out to be the most accurate way to predict the 

inflation rate in Poland. For the inflation rate, NN provides results in the form of a correlation coefficient with a 

lag of 19 trading days. From the five neural networks specified above, 2NN19 (see Table 13) provides the most 

accurate results (0.99876). In terms of the activation function, a combination of Ramp, Sin, and Sin was used.  

The results indicate that the price development of the selected metal commodities is strongly correlated with 

the development of the inflation rate in Poland. This statement is based on the finding that the time series used 

combined with neural networks showed very high prediction accuracy. The values of the predicted inflation rate 

in Poland range between 1.64% and 6.82%, with a combination of aluminum, copper, and zinc showing the highest 

accuracy. The predicted inflation rate for Poland for June 2024 is 2.6719%, increasing as compared to the previous 

month. In conclusion, it can be stated that despite the considerable volatility of the predicted values of the inflation 

rate in Poland, the prediction of selected commodity prices can be very reliably linked with the development of 

the Polish economy using the given macroeconomic indicator (inflation rate).   

 

RQ2: Which of the selected metal commodities is most closely linked with the macroeconomic 

indicator of the inflation rate in Poland? 

The largest part of the research deals with predicting the inflation rate in Poland based on the development of 

aluminum, zinc, and copper prices using neural networks. The obtained data are presented in tables and then 

graphically illustrated. In the case of Poland, the highest accuracy from individually selected metal commodities 

and their linking with the inflation rate predicted using the neural network 5NN with a 19-day lag was found in 

the case of each metal commodity the reliability or the relationship between the predicted and actual values of the 

inflations have lower values, Zinc, Copper and Aluminium have 86.43%, 88.29%, 93.55% respectively. Each 

commodity has a positive relationship, but aluminum has a greater impact on inflation values. When we combine 

the two metals, the accuracy and all commodities increase.  

The highest accuracy (0.998760) was achieved in the case of 2NN19 (see Table 13), predicting the inflation 

rate for Poland for June 2024 at the level of 2.7342% based on combining Aluminum, zinc, and copper. The 

combination of Zinc and Copper shows the second-best accuracy (0.991817) in the case of 1NN19 (see Table 7), 

which predicts the inflation rate for Poland to be 2.6719%. These two predicted inflations have more similarities, 

like the inflation in Poland for the next month, which is going to increase as compared to the previous month. 

The observation of Poland's inflation rate over the last few months showed a decreasing inflation. For this 

reason, the authors consider the combination of aluminum, copper, and zinc to be the most reliable, showing the 

most realistic values of the inflation rate, assuming a stabilization in the global markets.  

Summarising the previous findings, combining all the metal commodities examined showed the highest 

accuracy. In conclusion, it can be confirmed that the development of the inflation rate in Poland can be very 

accurately predicted based on aluminum, zinc, and copper prices in the global market.  

 

Conclusions 

 

The objective of the paper was to link the development of predicted prices of selected metal commodities 

(zinc, copper, and aluminum) with the development of a macroeconomic indicator in Poland, specifically Poland's 

inflation rate. After a turbulent development, the Polish economy has shown a decline in the inflation rate over the 

last few months. The highest accuracy of 99.87% was achieved in the case of combining aluminum, copper, and 

zinc, with a predicted inflation rate of 2.73 %, which is predicted to increase in June 2024. The predicted values, 

representing the model's estimates, range from 1.64% to 6.82%. The prediction of the inflation rate development 

in Poland made using LSTM neural networks showed very high accuracy in certain combinations of the selected 

metal commodities. However, the predicted values show a very wide range due to the considerable volatility of 

the inflation rate in recent years caused by the COVID-19 pandemic and the war in Ukraine.    

The observation of Poland's inflation rate over the last few months showed a decreasing inflation. For this 

reason, the authors consider the combination of aluminum, copper, and zinc to be the most reliable, showing the 

most realistic values of the inflation rate, assuming a stabilization in the global markets. The research goal was 

achieved, which is also confirmed by the results of the application part, indicating the relation of the prices of 

selected metal commodities (copper, zinc, and aluminum), including their combinations, to the selected 
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macroeconomic indicator of the inflation rate of Poland. The research also predicts the nearest possible 

development of this macroeconomic indicator.  

These findings are also confirmed by Wilczynski (2020), who states that the selected engineering metals have 

a wide range of industrial applications due to their physical, chemical, or mechanical properties. Metallurgy is 

considered a key industry of any country's economy, and it is an important sector of heavy industry, as it is 

strategically important for arms production and other industries and services. More accurate results could be 

obtained if more detailed data with a longer time series were used in a more open economy. In evaluating the 

Polish economy, the authors consider the use of the data sufficient within the European market. Potential further 

research could focus on larger territories and longer time series.   
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